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Operations Statistics: 2019 → 2020



Operation Statistics

2019

2020 (until 20/12/11)

● All three accelerators are meeting their uptime goals
○ >97% for the rings, & >95% for SPF

● Of note is the significant fall in the MTBF.  Most extreme in SPF due to the shared linac.
● Although this is somewhat compensated for by MTTR improvements, I do not see this as sustainable

○ More on this later...



COVID19 Impact



COVID19

● No interruption to accelerator operation
– On course to deliver ~5000 hours per accelerator

● Control room staff limited to max two people
– AccDev group moved to remote participation in studies shifts
– This transition had some friction

● Significant disruption to user visits
– Many beamlines changing to mail-in, remote working, etc.



Results from 3 GeV Ring



Noise rejection w. global FOFB
Slide courtesy of Magnus Sjöström



ID-induced transients
Slide courtesy of Magnus Sjöström



Transparent top-up injection
Slide courtesy of Magnus Sjöström





To be presented at 16:00



Feed-forward device for flat potential
Slide courtesy of Francis Cullinan



Results from 1.5 GeV Ring



Slide courtesy of Åke Andersson



Slide courtesy of Åke Andersson



Slide courtesy of Åke Andersson



Results from injector/SPF



Slide courtesy of Erik Mansten



Slide courtesy of Erik Mansten



MTBF Working Groups



MTBF

● As shown in the statistics, MTBF is a significant concern
● Two large efforts have been put in place to tackle this

– MTBF improvement project
– Formation of a working group to streamline introduction of 

new beamlines



MTBF Improvement Project

1. Adjust FE & BL vacuum alarm levels 
2. Prevent common mistakes 
3. Reconfigure MPS actions (FE & BL vacuum protection) 
4. Add redundancy to MPS sensors 



1/ Adjust FE & BL vacuum alarm levels

● Review vacuum alarm levels in all beamlines
● Adjust if necessary

– My belief is that these will be found to be overly conservative



2/ Prevent common mistakes

● To allow for certain work to be performed, beamlines PLC’s 
are sometimes transitioned to “maintenance mode”
– MPS is reliant on these PLC’s, and so the beamlines needs to 

be shuttered off from the ring
• We have had regular dumps due to this mode transition not 

being done correctly

– A mechanism will be put in place to rule out a large class of 
these errors

● The ringside HA cannot handle ID light, and so the beam 
must be dumped if it is closed while the ID is not fully open
– This leads to a common scenario whereby a mistake leads to a 

beam dump
– A high-level software solution is already in place
– A low-level solution is underway



3/ Reconfigure MPS actions

● Stakeholders agree that the MPS response to certain vacuum 
alarms is excessive

● Currently:
– Close FE valves, generating a ring dump to protect them from 

ID light
● New idea:

– Change the MPS action so that a vacuum interlock 
downstream of the triggering unit first closes the FE HA and 
then the downstream gate valves.  If 5 s passes and the HA is 
not yet closed, then close the gate valves (thereby dumping 
the beam). 

● Note, no changes are proposed for actions that trigger the 
fast valves.



3/ Reconfigure MPS actions

● Similar to the previous slide, the present actions for thermal 
events are considered to be too conservative
– Perform the same actions as for a VAC alarm

● New concepts are still under discussion



6/ Add redundancy to MPS sensors

● Only trigger alarms in the case where two independent 
sensors agree

● Much more conceptual, and still under consideration by the 
vacuum team



New beamlines

● We have been bringing new beamlines online rapidly
● Each one comes with the challenge of integrating it into the 

suite of already-running beamlines
– New surfaces exposed to undulator light
– Misalignments
– Etc.



Consistent plan for introduction of 
new beamlines

● Subdivide the beamline
a. Insertion device
b. Front-end (ID to monochromator)
c. Beamline (downstream of the mono)

● Commission each subdivision in turn
a. Planar-mode characterisation (one shift)
b. FE vacuum commissioning (4-5 shifts)
c. Remaining BL commissioning

● Detailed plan based on this template for each new beamline
a. Authored by AccOps, RadSafety, ID, FE, BL, etc.



Time-limit the risks

● Limit “risky” activities to specific shifts when no users are 
present
– Tuesdays from 0800 → 2400

● Temporarily increase vacuum limits (if appropriate)
– Raise limits in FE & BL ion pumps during commissioning
– X3 → X9

● Key tests to be passed before the new beamline runs outside 
these times
– Accelerator performance
– Vacuum & thermal robustness



Thank you for your attention!



BACKUP SLIDES



Systematic approach to lessons 
learned



Accelerator Downtime Reports

● Formal documentation required for significant downtimes
– >90 minutes



Lessons-learned

● Each downtime report contains lessons-learned
– How to prevent this occurring in the future

● These have been gathered together by Filip Persson into an 
online planning application
– Taiga -- typically used by IT to plan & track tasks



Taiga https://agile.maxiv.lu.se/project/filper-operations-lessons-learned/kanban

https://agile.maxiv.lu.se/project/filper-operations-lessons-learned/kanban


Progress


